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Abstract

We develop new algorithms for Geo-Spatial location estimation for Internet of Things (IoT) Networks by

utilizing a One Way Time of Arrival (OW-TOA) approach. We first demonstrate the shortcomings of current

OW-TOA location estimation algorithms in cases where some of the Anchor Nodes (ANs) are outside the

communication range with the source. These shortcomings are manifested in ambiguous level-sets of the

likelihood function, resulting in inaccurate source localization. We then show that in addition to using the

conventional noisy ranging measurements from nodes which are in the communication range, we can make

use of the audibility information (which indicates whether a node is able/unable to communicate with

the target) that each node has. By leveraging on this available information, we considerably improve the

localization performance, by mitigating the well known ambiguity problem which arises when a few AN

are inaudible. The first algorithm we develop is the Joint source location and time offset (J-LoT) Maximum

Likelihood Estimation (MLE) and the second is the Differential source location (D-LoT) MLE. Our algorithms

require no additional hardware and the novelty lies in using the available audibility information to resolve

the likelihood ambiguity. Finally, we develop the Cramér-Rao Bounds (CRLB) of the source location estimate

for both algorithms. Extensive simulations show the significant benefits of our algorithms compared to the

conventional MLE algorithms.
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I. INTRODUCTION

The term ”Internet-of-Things” (IoT) describes several technologies and research disciplines in which the

Internet extends into the physical world [1]–[4]. For the IoT paradigm to be successful it will need to be able

to track the location (and the movement) of these objects, thus providing location-based services, which

we denote as Location of Things (LoT). The location of the object can be used to provide a wide range of

novel services, for example smart-homes [5], consumer behaviour [6], logistics [7], military application [8]

and many more. So far, location based services have been widely used in outdoor environments and for



navigation services of cars, airplanes etc [9]. For example, the widely used Global Position System (GPS)

allows users to identify their coordinates on a map with an accuracy of approximately 10m [10]. In the LoT

vision, tags can be connected to any physical element, from smart-phones, electric appliances to people

and pets and should be able to operate in both indoor and outdoor environments with sub-meter accuracy

[11]. Technologies such as GPS or WiFi based solutions are unable to provide such accuracy due to their

low resolution and susceptibility to non-line-of-sight phenomena [12], [13]. This problem drives researchers

to find alternative technologies for accurate localization for power constrained devices. In addition, in IoT

systems, the user has no full access to the observation, since the network components (in our case, the ANs),

may not belong to the user, but he/she may be able to use them (for free or for a fee). If the ANs are devices

which were purchased from vendors (eg. [14]–[18]), the user will not have access to RSS measurements.

This is a special feature of future IoT networks where data is shared, but may be only partially shared, at

the discretion of the owner of the data. To illustrate this scenario, fig. 1 shows the special features which

our model contains and why this is a practical and suitable model for IoT applications.

Fig. 1: IoT scenario for localization application

One promising approach that aims at achieving sub-centimeter accuracy is based on Ultra-Wideband

(UWB) ranging [12], [19]–[21]. Ultra Wide Band (UWB) technology is becoming ubiquitous these days due

to its low power and low costs. For these reasons the IEEE has recognized the need to standardize UWB

technology for use in personal area networks and established the IEEE 802.15.4a standard specifying a

new UWB physical layer for sensor networks. These properties enable the vision of Internet of Things,

which is about determining the location of objects with sub-centimeter accuracy. In this regard, in papers

[4], [22]–[27], they talk about the ubiquity of UWB technology in IoT applications, where UWB tags are

attached to the ”things”. Another reason for us to consider UWB transceivers for IoT applications is due

to the availability of these low cost, off-the shelf commercial products which are widely used, such as

[14]–[18]. The process of ranging involves estimation of the distance between any two nodes. There are
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several techniques available for ranging such as Angle of Arrival (AOA), Received Signal Strength (RSS),

Time of Arrival (TOA), Time Difference of Arrival (TDOA) and a combination of these [28]–[31].

While RSS ranging is common in many applications because it uses existing infrastructure, the ranging

accuracy of a RSS based techniques can be in practice highly dependent on the channel parameters and

distance between the two objects making it less suitable for indoor environments [32]. On the other hand,

time based ranging methods which are based on Time-of-Flight (ToF), exploit the fine delay resolution

property of wideband signals and have great potential for providing sub-centimeter resolution [19]–[21].

A. Ranging Methodologies

The distance of separation between the target and the anchor nodes can be obtained via Time of Arrival

ranging techniques such as, One-Way Time of Arrival (OW-TOA) , Two-Way Time of Arrival (TW-TOA)

and Time Difference of Arrival (TDOA).

In OW-TOA, a node A sends a packet to another node B, with the timestamp (w.r.t A’s clock) information

embedded. The receiving node B, then calculates the difference between the current time (w.r.t B’s clock)

and the timestamp in the packet to estimate the Time of Arrival and hence the distance of separation. The

caveat here is that two nodes have different clocks which are not synchronised and this introduces errors

in the ranging. Details of which, will be seen in the next section.

In TW-TOA, node A sends a signal and the receiving node B, processes this signal and sends an ACK

or a response to the node A. Once node A receives the response, the Round Trip Time (RTT) is estimated

as the twice the propagation delay between the two nodes plus a known processing delay of the node B.

While synchronisation of the nodes is not an issue here ,errors can still accumulate over the processing

delay due to factors like bit synchronisation and channel estimation delays [33].

TDOA-based localization systems do not rely on absolute distance estimates between pairs of nodes.

Typically there are two ways of obtaining the TDOA measurements. Firstly, multiple signals are broadcast

from synchronized fixed anchor nodes located at known locations and the tag measures the TDOA. In

the second method, a signal is broadcast by a tag and is received by several anchor nodes. These anchor

nodes share their estimated TOA and compute the TDOA. The anchors are generally synchronised through

a wired network connection [34]. To calculate the location of the tag, at least three anchors with known

position and two TDOA measurements are required [35].

In a LoT environment, the performance of a mobile tag is contingent upon the power it consumes and
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hence the OW-TOA is used as a power efficient and secure method of ranging,see for example [36], [37].

Thus in this paper we focus on OW-TOA and TDOA methodologies for ranging.

B. Source Localisation with missing observations

One major concern which complicates the use of OW-TOA technologies in conventional systems is the

fact that at least three ANs are required to have high quality localization performance. Such systems use

only information which is explicitly obtained from AN which are within the communication range to the

source, but do not use information which implicitly obtained through the fact that an AN which is not in the

range of communication indeed does provide additional information regarding the location of the source.

From statistical signal processing point of view, location estimation can be cast as a regression problem .

While in the conventional approach, missing observations from AN outside the communication range have

been neglected (ie. treating them as Missing Completely at Random (MCAR)) and estimate the missing

distances by finding geometrical patterns in the sensor network using Multidimensional Scaling(MDS) [38],

[39] or using a fingerprinting based approach [40], our novel approach treats these missing observations

as Missing Not at Random (MNAR) [41] and leverages this information when estimating the location. It

is important to note that while we have access to noisy ranging observations from audible nodes, we do

not have direct access to Received Signal Strength (RSS) measurements, but only knowledge of the AN is

audible or not (that is, has or doesn’t have an observation). The reason for that is that we are using of-

the-shelf devices that provide the ranging information, but no RSS information, see for example Decawave

[14].

C. How audibility mitigates an ambiguous likelihood situation

Before we proceed with the rest of the paper, we would like to present a simple case as shown in

Fig. 2 where the information on audibility helps to resolve an ambiguous likelihood situation, where the

conventional approach of ignoring the missing observations incorrectly estimates the location. This would

help in justifying our motivation to include the information from the missing values.

D. Difference between proposed method and TOA-RSS approach

There is a fundamental difference between hybrid TOA-RSS methods and the method we present in

this paper. The difference is that in our model there is no access to RSS measurements. We illustrate

this important difference in figures 3 and 4. The left figure presents our LOT system, where only ranging

information is shared by the owner of the network with the user. In contrast, the right figure presents the

Hybrid-RSS type system, where the user has information of both ranging as well as RSS information.
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Fig. 2: An example of 3 ANs and a single target. The target’s location is marked x. The ANs are

marked with � (audible) and © (inaudible), and the MLE is marked �. Left panel: Likelihood surface

of conventional approaches which ignore missing observations and result in ambiguity. Right panel: The

proposed approach which incorporates missing observations from the inaudible AN and resolves the

ambiguity of the likelihood surface.

As we pointed out previously,the reason that we do not have direct access to RSS measurements is that we

are using off-the-shelf devices that provide the ranging information, but no RSS information. These products

provide range measurements which form the future infrastructure of IoT location applications. However, it

is impossible to obtain RSS measurements from these devices. Therefore, our framework provides a novel

approach to incorporating audibility information which is a binary indicator, as presented in Point (3), in

our system model.

E. Contributions

1) We develop a novel formulation for the LoT localization problem as a Missing Not at Random non-

linear estimation problem, thus taking into account the valuable information of audibility that has

been neglected in previous works to come up with a modified Maximum Likelihood function for:

Fig. 3: LOT proposed model Fig. 4: hybrid TOA-RSS model
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• The joint estimation of the location of the tag and the time offset term (due to OW-TOA), which

we term as Joint-Location of Things (J-LoT).

• The estimation of the location of the tag under the Time Difference of Arrival (TDOA) approach,

which we term as Differential-Location of Things (D-LoT).

2) We derive the spatial Cramér-Rao Lower Bound (CRLB) for the localization error for the both J-LoT

and D-LoT algorithms.

II. MODEL ASSUMPTIONS AND FORMAL DEFINITIONS

In this section we present the definitions for the One-Way Time-of-Arrival (OW-TOA) ranging protocol ,

the connectivity model which is based on audibility properties, and a short overview of statistical regression

with missing observations.

We will denote throughout the paper the Gaussian density function by

N
(
x;µ, σ2

)
:=

1√
2πσ2

exp

(
− 1

2σ2
(x− µ)2

)
and the standard Gaussian density and distribution functions by

φ (x) := N (x; 0, 1) ,

Φ (x) :=

∫ x

−∞
N (x; 0, 1) dx.

We also denote the multivariate Normal distribution as

MVN (y;µ,Σ) =
1√

(2π)n|Σ|
exp

(
−1

2
(y − µ)TΣ−1(y − µ)

)
.

Definition 1 (Vector notation).

We define the zero-vector as ~0 = [0, 0, . . . , 0] .

A. One Way Time of Arrival (OW-TOA) Ranging Protocol

One Way Time of Arrival (OW-TOA) is a very popular method to estimate the point-to-point distance

between two communicating devices. This is achieved based on the measurements of the time that a signal

is required to travel from one device to the other. An example of the OW-TOA protocol can be found in [36]

which aims at reducing the communication load and explores the broadcast property of WSN. The Answer

to Reset(ATR) protocol makes all the other anchors listen to the ranging packets and record timestamps

locally, when one anchor and the target node exchange their ranging packets.

Definition 2 (One-Way Time of Flight Ranging Model). We build the OW-TOA ranging model with the following

assumptions:
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1) There are N Anchor Nodes whose locations are fixed and known. We assume that the clocks of these ANs are

synchronised through wired connection,see for example [34]

2) The mobile tags have a clock of their own which is not synchronised with any of the AN’s in their clock offsets.

But we assume here that the clocks do not suffer from clock drift.

3) Let t represent the ”absolute” time. Let Cm (t) = (1+δm)t+om represent the local time w.r.t the absolute time

t for the mobile tag,for this type of model [42]. Ci (t) = (1 + δi)t+ oi models the local time w.r.t the absolute

time t for the ith Anchor Node, where δm,δi are the clock drifts ,om and oi represent the clock offsets of the

mobile tag and the ith Anchor Node respectively.

4) The OW-TOA ranging scheme is as follows: Let the ith anchor node send a packet with the timestamp ta (time

sent w.r.t its local clock) embedded, and once the mobile tag receives this packet at tb (w.r.t its local clock), the

propagation delay is given by:

t̃p = Cm(tb)− Ci(ta)

= (1 + δm)tb + om − (1 + δi)ta − oi

= (tb − ta) + δmtb − δita + om − oi

= tp + δmtb − δita + om − oi

5) Plugging in our assumptions about the clock drifts , we set δm and δi to be 0 for the mobile tag and all the

anchor nodes. Also we assume that due to the wired time synchronisation for the AN’s, oi , the clock offset for

all the anchor nodes are equal to a constant oa. Hence the estimated propagation delay is: t̃p = tp + om − oa
for all the anchor nodes, now writing this in terms of distance measurements by multiplying both sides by the

speed of light c, we obtain for the ith anchor node:

yi = di + ctδ + εi

where di is the true distance between the tag and the ith anchor node,ctδ is the error term in the distance

measurement due to the relative clock offset between the tag and the ith AN and εi be a random variable which

is formed by summing up individual component time delays and is commonly modelled as a Normal random

variable ,εi ∼ N
(
µi, σ

2
i

)
where µi and σi are device dependent [43], [44].

B. Connectivity Model via Audibility

In order for the AN to obtain ranging measurements from the source, the two devices need to be

connected so that they can exchange messages. This can be modelled via a Power Loss Model [45] and

Audibility, as follows:
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Definition 3 (Power Loss Model). The power received by node A located at θA = [xa ya] from node B which is

located at θB = [xb yb] is given by

PR = PT − PL0 − 10α log
d (A,B)

d0
+ w, (1)

where PT is the transmitted power by node B, α is the path-loss exponent,PL0 is the path loss at the reference

distance d0.

d (A,B) :=
√

(xa − xb)2 + (ya − yb)2 is the Euclidean distance between nodes A and B and w ∼ N (µw, σw)

represents the shadowing effect.

Definition 4 (Audibility). Node A and node B are audible if

PR = PT − 10α log
d (A,B)

d0
+ w > λ, (2)

and inaudible otherwise, where λ is a pre-defined threshold representing the receiver’s sensitivity.Here the constant

PL0 is subsumed in the system parameter λ.

C. Estimation with Missing Observations- Stochastic Censoring Model

Here we present a short introduction to regression with missing data and we adopt Rubin’s definitions

of missingness which is the standard approach for any discussion on this topic in regression settings. A

more in depth information can be found in [41], [46]. According to Rubin, the tendency for missing data

is a random variable that has a distribution. This implies that each variable potentially yields a pair of

scores: an underlying Y value that may or may not be observed (corresponding to the observation) and a

corresponding Γ (binomial random variable) value that denotes whether Y is observed or is missing (e.g.,

Γ = 1 if Y is observed and Γ = 0 if Y is missing). Under a Missing Not at Random (MNAR) mechanism,

the data and the probability of missingness have a joint distribution:

p (y,Γ|θ;ψ) , (3)

where y is the observation, Γ is the corresponding missing data indicator, θ is a set of parameters to be

estimated (i.e. the tag’s location), and ψ contains parameters that describe the propensity for missing data

(e.g. the power loss model parameters).

First, under the MAR mechanism, which is commonly adopted in current algorithms, the missing

observations are ignored and the model (3) simplifies and becomes

p (y,Γ|θ;ψ) = p (y|Γ, θ) P (Γ;ψ) ∝ p (y|θ) . (4)

and it is unnecessary to estimate the parameters that dictate missingness ψ. For this reason, an MAR

mechanism is often referred to as ignorable missingness. According to Rubin [46], data are MAR if the
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probability of a missing value is related to other measured variables, but unrelated to the underlying

values of the variable that are missing.

In contrast, data are MNAR (Missing Not at Random) if the probability of missing data is systematically

related to the values that are missing. The MNAR mechanism requires a model that includes all parameters

of the joint distribution, not just those that are of substantive interest. It is important to note that the term

”mechanism” is not intended to convey a causal relationship, but is a probabilistic explanation for how the

missing values are related to variables in the data set.

Relating the MAR and MNAR models to the LoT problem, previous algorithms have been built based

on the MAR model given in (4). This model ignores the reason for missingness, in our case, audibility of the

tag. The algorithm we develop in this paper will make use of the MNAR model presented in (5), meaning

that we take into account the reason for missingness of observations which adds important information

regarding the location of the tag, leading to improved accuracy of the algorithm. In practical terms related

to LoT problems, this means that our statistical analysis must incorporate a submodel that describes the

propensity for missing data (e.g. audibility that predicts Γ) as the following factorization:

p (y,Γ|θ;ψ) = p (y|Γ, θ) P (Γ|θ;ψ) , (5)

where p (y|Γ, θ) is the likelihood model for the available observations and P (Γ|θ;ψ) is the likelihood model

for the audibility model Γ.

In this regard we make use of a type of model for the missingness of observations often found in clinical

trials, surveys, economics [47], [48] called Stochastic Censoring models. Essentially in censored models the

mechanism leading to the missing observation may not be under the control of the statistician , but often

well understood which in our case , is a widely accepted and understood model for the audibility of sensor

nodes given by Equation 4 and thus in our analysis we need to account for this information in order to

avoid biased results. Thus if we were to apply the Stochastic Censoring models to the problem at hand,

according to Definition 4 we have y the observation vector given by:

y =

yi, if PT − 10α log d(A,B)
d0

+ w > λ,

∅, Otherwise
(6)

In summary,relating the MAR and MNAR models to the Geo-Spatial Location Estimation problem

we are solving, all previous algorithms have been built based on the MAR model. Those models ignore

the reason for missingness, in our case, the audibility range of the tag. This implicit information can be

informative regarding regions where the target is not likely to be. In contrast, the algorithm we develop in

this paper makes use of the MNAR model, meaning that we take into account the reason for missingness

of observations which adds important information regarding the location of the tag, leading to improved

accuracy of the algorithm.
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III. GEO-SPATIAL LOCATION ESTIMATION SYSTEM MODEL

We consider a network with N Anchor Nodes (ANs) whose locations are known and one source node

with an unknown location. We now present the system model:

1) A single target (node) is located at θ = [xu yu] ∈ χ ⊆ R2, which is deterministic unknown.

2) Assume N Anchor Nodes (ANs) deployed in a 2-D plane whose locations are xi = [xi yi] ∈ χ ⊆ R2.

3) Let Γ ∈ {0, 1}N be the binary indicator vector, where Γi specifies if the tag is audible by the i-th AN

according to Definition 4, meaning thatΓi = 1, if PT − 10α log d(A,B)
d0

+ w > λ,

Γi = 0, Otherwise
(7)

where w
i.i.d∼ N (0, σ2

w) is the wireless channel shadowing effect, and λ is a pre-defined threshold

representing the receiver’s sensitivity.

4) Let y be the observation vector of the ANs, where the i-th observation is given by

yi =

d (θ,xi) + ctδ + εi, if Γi = 1 (Audible node)

∅, Otherwise (Inaudible node)

(8)

where εi
i.i.d∼ N (µi, σ

2
i ) and ∅ denotes ”no observation”. Although the algorithms proposed in the

paper are valid for line-of-sight conditions,we would like to emphasise here that, the algorithm which

is based on the Stochastic Censoring model to incorporate audibility information can be decoupled

from the original ranging algorithm, in the sense that the ranging algorithm can be replaced by a

model to account for the Non Line of Sight conditions,say for example a heteroscedastic ranging

model similar to the one in [49]. We would still be able to extend it to NLoS conditions without much

difficulty.

We now present the following definitions:

1) Missing observations: let y be partitioned into two sets yo and ym, to denote the sets of ranging

observations that are observed and missing, respectively. Also let No = |yo|0 and Nm = |ym|0 be the

cardinality of yo and ym.

2) Observation states: let Γsi , i = {1, 2, 3, · · · , 2N} enumerate the 2N permutations of occurrences in the

elements of Γ. An example of which is shown in Table I

IV. ALGORITHM 1: JOINT SOURCE LOCATION AND TIME DIFFERENCE MAXIMUM LIKELIHOOD

ESTIMATION (J-LOT)

As seen in definition II-A, an important characteristic of the OW-TOA method is that power efficiency

in transmission comes at the cost of an inevitable time offset or a clock difference. There are many ways
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to deal with this and in this section we will jointly estimate this time offset term along with the location

of the tag. We now formulate the joint MLE for the unknown location of the target θ and the time offset

tδ , given set of distance and audibility observations y1:N ,Γ1:N . Here, 1 (Γn = 1) is the notation for the

indicator function, which returns 1 if Γn = 1 and 0 otherwise.

Lemma 1. The Joint Location of Things (J-LoT) MLE is given as the solution to the following optimisation problem:
(
θ̂, t̂δ

)
= arg max

θ,tδ

N∑
n=1

logN
(
yn; d (θ,xn) + ctδ + µn, σ

2
n

)
1 (Γn = 1)

+

N∑
n=1

log

(
1− Φ

(
λ−

(
PT − 10α log

d (θ,xn)

d0

)))
1 (Γn = 1)

+

N∑
n=1

log

(
Φ

(
λ−

(
PT − 10α log

d (θ,xn)

d0

)))
1 (Γn = 0)

Proof: See Appendix A.

As seen in Lemma 1, the MLE formulation of this algorithm results in 3 components:

1) The first component represents the contribution of the conditionally independent distance observations

from the audible ANs.

2) The second component represents the audibility information from the nodes which are audible.

3) The third component represents the inaudiblity information from the nodes which are inaudible.

V. ALGORITHM 2: DIFFERENTIAL SOURCE LOCATION MAXIMUM LIKELIHOOD ESTIMATION (D-LOT)

We now formulate the MLE for the unknown location of the target, θ, given the set of distance and

audibility observations y1:N ,Γ1:N .

Let d (θ,xo) be the corresponding distance vector between the target and all the audible ANs.Let µo

and µδ be the mean vectors for the time offset term and the ranging error(ε) for the audible ANs.Also let

the observed state be given by Γso .

Γsi Binary indicator vector

Γs0 [0, 0, 0]

Γs1 [0, 0, 1]

Γs2 [0, 1, 0]

Γs3 [0, 1, 1]

Γs4 [1, 0, 0]

Γs5 [1, 0, 1]

Γs6 [1, 1, 0]

Γs7 [1, 1, 1]

TABLE I: Enumeration of Γs, the states for N = 3
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Now to deal with the time offset term, we subtract the first observation from all of the rest, i.e

ỹok = d (θ,xok) + εk − (d (θ,xo1
) + ε1) k ∈ {2, . . . , No} (9)

where No is the number of audible nodes and the elements in yo are re-indexed from {1, 2, 3 . . . , No} and

we choose the first element out of this observed vector as our reference node and subtract it from the rest,

as shown in the equation above. We see from the above equation that the errors are correlated and hence

the likelihood is represented as a multivariate normal distribution.

Lemma 2. The Differential Location of Things (D-LoT) MLE is given as the solution to the following optimisation
problem:

θ̂ = arg max
θ

logMVN
(
ỹo; d̃ (θ,xo) + µ̃oδ + µ̃o, Σ̃o

)
1 (Γ = Γso)

+

N∑
n=1

log

(
1− Φ

(
λ−

(
PT − 10α log

d (θ,xn)

d0

)))
1 (Γn = 1)

+

N∑
n=1

log

(
Φ

(
λ−

(
PT − 10α log

d (θ,xn)

d0

)))
1 (Γn = 0)

where , Σ̃o ∈ RNo−1×No−1, µ̃o ∈ RNo−1,µ̃oδ ∈ RNo−1 and d̃ (θ,xo) ∈ RNo−1, and

˜Σom,n =

σ
2
o1 + σ2

om if m = n

σ2
o1 if m 6= n

µ̃oδ = ~0,

µ̃ok = µok − µo1 ,

d̃ (θ,xok ) = d (θ,xok )− d (θ,xo1) .

where m,n = {2, 3 . . . , No} and k = {2, 3 . . . , No} which are then re-indexed to {1, 2 . . . , No − 1} after

performing the difference operation as shown in Equation 9

Proof: See Appendix B.

The interpretation for the components of the likelihood remain the same as the previous section, where

the second and the third component represents the information from the audible and the inaudible nodes

respectively and the first component is now a set of correlated differences of distance observations obtained

from the nodes that are audible.

VI. CRAMÉR-RAO LOWER BOUND ON THE PERFORMANCE OF THE PROPOSED FRAMEWORKS

In this Section we derive the spatial Cramér-Rao lower Bound for both the algorithms presented previ-

ously.
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A. Cramér-Rao Lower Bound for the J-LoT Model

We now derive the CRLB for the J-LoT algorithm. Let θf = [θx, θy, tδ] be the vector of unknown

parameters to be estimated.

For any unbiased estimator of the location, the CRLB is:

Ey1:N ,Γ1:N

[(
θ̂ − θ

)2
]
≥ F−1, (10)

where F is the Fisher Information Matrix (FIM), which is given by:

F = −Ey1:N ,Γ1:N

[
d2 log p (y1:N ,Γ1:N |θ, tδ)

dθ2
f

]
. (11)

Theorem 1. The Fisher Information Matrix F of the J-LoT framework is given by:

F =


Ω
(

(θx−xn)
d(θ,xn) ,

(θx−xn)
d(θ,xn) , 1, 1

)
Ω
(

(θx−xn)
d(θ,xn) ,

(θy−yn)
d(θ,xn) , 1, 1

)
Ω
(

(θx−xn)
d(θ,xn) , 1, c, 0

)
Ω
(

(θx−xn)
d(θ,xn) ,

(θy−yn)
d(θ,xn) , 1, 1

)
Ω
(

(θy−yn)
d(θ,xn) ,

(θy−yn)
d(θ,xn) , 1, 1

)
Ω
(

1,
(θy−yn)
d(θ,xn) , c, 0

)
Ω
(

(θx−xn)
d(θ,xn) , 1, c, 0

)
Ω
(

1,
(θy−yn)
d(θ,xn) , c, 0

)
Ω (1, c, c, 0)


where

Ω (z1, z2, z3, z4) =

N∑
n=1

(
z3Φ̄ (s (θ,xn))

σ2
n

+ z4100α2φ2 (s (θ,xn))

(
1

Φ (s (θ,xn))
+

1

Φ̄ (s (θ,xn))

))
z1z2

s (θ,xn) =

(
λ−

(
PT − 10α log

d (θ,xn)

d0

))

Proof: See Appendix C for proof of Theorem 1.
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B. Cramér-Rao Lower Bound for the D-LoT Model

We now derive the CRLB for the D-LoT algorithm. Let θ = [θx, θy]

where F is the Fisher Information Matrix (FIM), which is given by:

F = −Eỹo,Γ

[
d2 log p

(
ỹo2:No ,Γ1:N |θ

)
dθ2

]
. (12)

Theorem 2. The Fisher Information Matrix F of the D-LoT framework is given by:

F =

 Ω (θx, θx, xn, xn) Ω (θx, θy, xn, yn)

Ω (θx, θy, xn, yn) Ω (θy, θy, yn, yn)


where

Ω (z1, z2, z3, z4) =

2N−N−1∑
o=1

[
∂ωTo
∂z1

Σ̃o
−1 ∂ωo

∂z2

]
P (Γ = Γso)

+ 100α2
N∑
n=1

(z1 − z3) (z2 − z4)

d2 (θ,xn)
φ2 (s (θ,xn))

(
1

Φ (s (θ,xn))
+

1

Φ̄ (s (θ,xn))

)
,

P (Γ = Γso) =

N∏
i=1

(
Φ̄ (s (θ,xi))

)1(Γsoi
=1)

(Φ (s (θ,xi)))
1(Γsoi

=0) ,

s (θ,xn) =

(
λ−

(
PT − 10α log

d (θ,xn)

d0

))
ωo = d̃ (θ,xo) + µ̃δ + µ̃o.

Proof: See Appendix D for proof of Theorem 2.

The spatial maps as shown in Figs 5 to 8, are generated by uniformly varying the target locations across a

1 × 1 room and evaluating the CRLB at these locations. These maps help us to characterize the performance

of our localisation algorithms and also help design the placement of the ANs, so as to optimize the system
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performance. We shall see a comparison of the CRLB to the MSE in section VIII,which would be useful in

making design decisions.

VII. AUDIBILITY ANALYSIS

In this section we provide analysis regarding the audibility properties of the network. This helps

understand the performance that can be achieved and aids design the the LOT system in a way which

provides maximal coverage. To this end we define K as a random variable which represents the number of

audible nodes at each location, conditional on the locations of the ANs. We can now calculate the probability

that l ANs are audible at location θ. For example, the probability that exactly two ANs are audible when
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there are N = 3 ANs is given as follows:

P (K = 2;T, PT , θ,x1:N , N = 3)

= P (Γ1 = 1) P (Γ2 = 1) P (Γ3 = 0)

+ P (Γ1 = 1) P (Γ2 = 0) P (Γ3 = 1)

+ P (Γ1 = 0) P (Γ2 = 1) P (Γ3 = 1)

= (1− Φ (s (θ,x1))) (1− Φ (s (θ,x2))) Φ (s (θ,x3))

+ (1− Φ (s (θ,x1))) Φ (s (θ,x2)) (1− Φ (s (θ,x3)))

+ Φ (s (θ,x1)) (1− Φ (s (θ,x2))) (1− Φ (s (θ,x3))) .

Lemma 3. The average number of audible nodes at any location is given by the first moment of K, as follows:

E [K|T, PT , θ,x1:N , N ] =

N∑
n=1

nP (K = n|T, PT , θ,x1:N ) .
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As we can see from the above the area of coverage indicated by the average number of audible nodes

decreases rapidly as λ changes from 3 till 30. In our simulations we consider this entire range from λ = 3

to λ = 30 which illustrates the extremes in terms of the area of coverage. These audibility maps are vital

to understand the results, as they illustrate the extent of coverage as a function of the threshold λ. The

novelty of our approach lies in the fact that we establish a trade-off between the extent of coverage and

the localisation error, by leveraging on the audibility information,which we shall see in the next section.

VIII. SIMULATION RESULTS

In this section we present extensive simulation results as evidence that our framework is able to

outperform the existing conventional methodology of source localisation in various scenarios.We com-

pare the MSE with the CRLB derived in earlier sections, which helps us to the characterize the system

performance.In addition we present a heuristic (partly geometrical-statistical) algorithm and we compare

it to the conventional approach and our stochastic censoring approach.Finally, we discuss some important

characteristics of our algorithms and their interpretation in different contexts.

A. Simulation Setup

The simulation for the two algorithms consist of the same environment, a 1×1 room, with 3 and 4 ANs

whose locations are predetermined. The other parameters are, α = 2, 4, µw = 0, σ2
w = 1, 2, σ2

i = 0.01, 1 and

PT = 10. We vary the outage threshold, uniformly in λ ∈ {3, 6, . . . , 30} to study how the information about

audibility affects the performance. We uniformly chose J = 100 target locations on a grid in this room

and J = 50 realisations of the ranging observations and audibility observations were generated for each

location.

B. Performance Evaluation of the Proposed Algorithms

The performance metric to evaluate the quality of the proposed algorithms is the Mean Squared Error

(MSE), defined as:

MSE =
1

J

1

K

J∑
j=1

K∑
k=1

∥∥∥θj − θ̂j,k∥∥∥2
. (13)

Remark I: All the simulation results we present are conditional on the fact that at least one AN is audible

and it is due to the following reasons:

1) For the conventional algorithm, estimating the location when all the nodes are inaudible is statistically

meaningless. This is because when we have no observations the MLE would result in a determin-

istic output, which has no statistical interpretation. Since an estimator has to be a function of the

observations, we have to condition on at least one audible node.
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2) Without conditioning on at least one audible node, the geometry of the space we consider would

have a significant impact on the results. For example, in cases where no observations are obtained,

for a circular shaped room or a rectangular shaped room, different localization results would be

obtained. In order to eliminate this undesired effect and to have a geometry free results, we need this

conditioning.

Let us consider the scenarios, N = 3, 4, α = 2, 4, σ2
w = 1, 4 and σ2

i = 0.01, 1. Our aim is to show that

the two algorithms (J-LoT and D-LoT) out-perform the conventional algorithm in any combination of the

above mentioned parameters.The purpose of this comparison is to show that significant improvement can

be obtained (in terms of localization accuracy), and to motivate the use of audibility information in addition

to ranging measurements. We show a few instances below for each algorithm. When we talk about the

conventional approach, we mean that the approach calculates the location estimates based on only the

available distance observations from the audible ANs and thus ignoring information from the inaudible

nodes like [50]–[54]

C. J-LoT: Performance comparison with Conventional approach

We begin by presenting the Conventional MLE objective function.

Lemma 4. The conventional MLE for the joint estimation of the time offset and the location is given by:(
θ̂conv, t̂δconv

)
= arg max

θ,tδ

N∑
n=1

logN
(
yn; d (θ,xn) + ctδ + µn, σ

2
n

)
× 1 (Γn = 1)

This algorithm is referred to as ”conventional” in the figures below. As we can clearly see from Figs. 10

and 11, J-LoT outperforms the conventional approach by a significant margin. Also this is more pronounced

in the case of high variance ranging errors and this emphasizes importance of including the information on

audibility in the estimation. Remark II: We have to exercise caution while interpreting the results shown

below. The results may seem to suggest that the MSE decreases as we increase λ, but we have to bear in

mind that we calculate the estimate, conditional on the fact that there is at least one audible AN and we

know that λ dictates the regions of audibility as shown in the previous section. Thus, as λ increases, the

area where one can find more than a single audible node keeps shrinking as seen in Fig. 9.In the wireless

communication literature the value of λ is related to the transmit power PT , and to the sensitivity of the

receiver, see for example [55], [56].In simple terms, the lower the value of λ the more sensitive the receiver

and therefore more expensive. In this paper we do not choose the value of λ but rather treat it as a system

parameter.
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Fig. 10: Comparison of how MSE varies with outage threshold (λ), for J-LoT and its conventional

counterpart, for different ranging variances
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Fig. 11: A comparison of how mse varies with outage threshold (λ), for J-LoT and its conventional

counterpart,simulated for different ranging variances

D. D-LoT: Performance comparison with Conventional approach

We begin by presenting the Conventional MLE objective function.

Lemma 5. The conventional MLE for the TDOA approach is given by:

θ̂conv = arg max
θ

logMVN
(
ỹo; d̃ (θ,xo) + µ̃oδ + µ̃o, Σ̃o

)
× 1 (Γ = Γso)

This is referred to as ”conventional” in the following figures. As we are able to see from Figs 12 and

13 D-LoT significantly outperforms the conventional approach for all the settings and especially for high

ranging error variance. We reiterate the fact that the results shown here are conditional on the fact that there

are at least 2 audible ANs(requirement for any TDOA approach) and we have to be careful in interpreting

the results as explained in the previous subsection.

To summarize the observations from D-LOT and J-LOT, we have:

1) The parameter λ significantly affects the number of audible nodes as seen from the audibility maps

in fig. 9 in the previous section. λ = 3 covers a large area where 3 nodes are audible and this area
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Fig. 12: Comparison of how MSE varies with outage threshold (λ), for D-LoT and its conventional

counterpart, for different ranging variances
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Fig. 13: A comparison of how the MSE varies with outage threshold (λ), for D-LoT and its conventional

counterpart, for different ranging variances

considerably shrinks as λ increases to 30. Our simulations are designed to cover this wide spectrum

of λ.

2) We condition on at least one node being audible,because when all the nodes are inaudible, it is

statistically meaningless to get the location estimate for the conventional algorithm. Also the geometry

of the space under consideration would significantly impact the results without this conditioning.

3) The audibility maps are useful for interpreting the results in terms of choosing λ which can directly

equate to reducing the sensitivity of the receiver or the transmitted power, thereby reducing the cost of

the system. Our approach is able to exploit the audibility/inaudibility information in conjunction with

these low cost transceivers or with lower Transmission Power without compromising the accuracy of

the location estimate.

Remark III: We note that the MSE of the conventional method is above 1 in the above figures although

the target is within 1 × 1 room. This is because while the size of the room is 1× 1, our search region was

a square of 2× 2 and therefore it is possible to have such errors. This was intentionally done in order not

to constrain our results by the geometry of the room. Otherwise, the shape of the room would have biased
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our results.

E. Comparison between the CRLB and the MSE for J-LoT and D-LoT

The CRLB provides a theoretical lower bound on system’s performance and helps understand the lower

bound on the localization error (these of course depend on system’s parameters). Therefore, the CRLB is a

vital tool for engineers wanting to design a localisation system.

We would like to shed some light on the localisation accuracy as given by the CRLB and MSE as a

function of λ as shown in Fig. 14 for J-LOT and D-LOT. The simulation results are plotted when N =

4, α = 4, σw = 2. We observed that the localization error is close to the CRLB for high SNR (when ε = 0.01).

The localization error is far from CRB for low SNR (when ε = 1).Thus the CRLB is mostly achievable

when SNR is high. However,for any model in which the observations are are not an affine transformation

of the parameters (θ), no efficient estimator exists [57].Our model, just as all other distance based ranging

models, contains the Euclidean distance between the AN and the target. As such, this is a highly non-linear

transformation. This means, that for all the localisation algorithms which are based on a similar model, no

efficient estimator exist.

Moreover we observed that the audibility information helps affect the localization accuracy of CRLB as

well as our localization accuracy. We can see from the trend that when λ increases from 3 to 30, the CRLB

starts to decrease , and at λ = (15− 18) the CRLB reaches a minimum where audibility/inaudibility gives

us significant information and beyond this, as the threshold increases the number of inaudible nodes(as

seen from the audibility maps) overwhelms the system and the accuracy starts to degrade. Similar results

are obtained for other values of N (the number of ANs). We also notice that, for D-LOT, when λ = 30, ε = 1,

the CRLB is slightly above our simulation result. This is because for high threshold, most regions in the

network are inaudible. Our result is conditioned on at least one node audible, as explained previously in

Remark I,but the CRLB does not condition on at least one node being audible and also it is unaware of

the geometry or the bounds of the room and hence the CRLB is generally large for high values of λ.

Thus we are able to establish a trade off between the maximum allowable MSE and the minimum area

of coverage that is to be ensured. It would be of interest to exploit this trade off and optimize the value of

λ, given some allowed maximal localization error, but we leave this aspect for future work.

F. Comparison between a heuristic approach, the conventional and the LoT algorithms

We present a statistical-geometrical heuristic algorithm to resolve ambiguity and we describe it below:

1) Calculate the MLE according to the conventional method using only the observations from the audible

nodes (as seen in Lemma 4 and Lemma 5). The MLE then returns multiple solutions (multiple maxima

locations) due to the ambiguity of the likelihood surface.
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Fig. 14: Comparison between CRLB and simulation MSE for N = 4, α = 4, σw = 2 for J-LOT and D-LOT

2) Calculate the sum of the distances to all inaudible nodes, and pick the solution from the MLE which

maximises this.

We present a simple illustration of the heuristic algorithm for 3 AN’s in fig. 15, where fig 15a represents

the case with 1 inaudible node.Here we calculate the distances to the inaudible anchor node AN3 from

the 2 solutions of the MLE(shown by intersecting circles). Whereas in fig 15b, we have nodes AN2 and

AN3 to be inaudible and we have (multiple) possible target locations on the circle surrounding AN1. Here

we calculate the sum of the distances to the inaudible nodes, and estimate the target to be the one that

maximises this sum. To explain the intuition behind this heuristic approach, we present our stochastic

(a) 3 ANs with 1 inaudible node (b) 3 ANs with 2 inaudible nodes

Fig. 15: Comparison of the MSE between the heuristic algorithm, the conventional approach and the J-LoT

and a similar comparison for the D-LoT algorithms

censoring model given by equation 6 .The path loss model in the first equation of the model is explicitly

a function of the distance between the tag and the AN, and hence we intuitively expect an AN to be
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inaudible if it is further away from the tag, which is the main idea behind the heuristic algorithm. We

present the MSE comparison in Fig 16.
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Fig. 16: Comparison of the MSE between the heuristic algorithm, the conventional approach and the J-LoT

and a similar comparison for the D-LoT algorithms

1) In our statistical model, we are able to account for effects like shadowing specified by w which is

very common in these environments and the heuristic is ignorant of such random effects.

2) The MLE for our model, as seen in Lemma 1 incorporates the audibility information from both the

audible and the inaudible nodes in conjunction with the ranging information,however the heuristic

algorithm does not incorporate the information from the nodes that are audible.We also observe that

the MSE of the conventional MLE and the heuristic algorithms converge to the same value for small

values of λ. This makes sense since in for small values of λ the ANs are audible and the heuristic

algorithm is the same as the conventional MLE.

G. Performance comparison between J-LoT and D-LoT algorithms

Now that we have seen that J-LoT and D-LoT outperform their conventional counterparts, let us move

on to compare the two algorithms. We consider the scenarios, N = 3, 4, α = 2, σ2
w = 1 and σ2

i = {0.01, 1}.

As seen in Fig. 17 , the performance of the two algorithms is almost indistinguishable and hence boils

down to the very general trade-offs between the two algorithms. On the one hand, the J-LoT requires the

estimation of one extra nuisance parameter, thus increasing the state space from two to three parameters

θf = [θx, θy, tδ]. This will result in an increase of computational complexity in comparison with the D-LoT

algorithm. On the other hand, the D-LoT algorithm introduces dependent observations which makes the
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inference more complicated and also requires at least two audible ANs, while the J-LoT can perform even

if a single AN is audible.
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Fig. 17: A comparison of how mse varies with outage threshold (λ), for J-LoT and D-LoT, simulated for

different ranging variances

H. Comparison between the number of ANs

Let us consider the following scenario to compare how the performance varies across the number of

ANs: N = [3, 4, 5 . . . , 10], α = 2, σ2
w = 1 , σ2

i = {1, 0.01} and λ = 15. Patterns similar to that of Fig. 18 were

observed in other scenarios as well. This seems to suggest that even though the conventional approach

does significantly improve with increasing number of ANs, our approach still performs much better, albeit

with the difference between the two approaches decreasing with increasing number of ANs.

IX. CONCLUSION

In this paper we developed a novel approach for Geo-Spatial tagging in the Internet of Things (IoT).

We first demonstrated how conventional OW-TOA localization algorithms may produce incorrect location

estimates in the presence of inaudible ANs. We then showed that we can make use of the audibility

information (which indicates whether an AN is able or unable to communicate with the tags). By leveraging

on this available information, we re-formulated the localization problem as a statistical non-linear estimation

problem under the joint estimation approach (J-LoT) and the Time Difference of Arrival approach (D-LoT).

Our methodology provided considerable improvement of the localization performance by mitigating the

well-known ambiguity problem which arose when only a few ANs were audible. In addition, we derived

the spatial Cramér-Rao lower Bound of the source location estimate under the proposed framework. Finally
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Fig. 18: Comparison of the MSE vs the number of ANs for J-LoT and D-LoT, against their conventional

counterparts

we showed that these results can also be interpreted in terms of a design problem to choose particular

parameters of the system constrained by the requirements of the environment.
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APPENDIX A

PROOF OF LEMMA 1

(
θ̂, t̂o

)
= arg max

θ,tδ

p (y1:N ,Γ1:N |θ, tδ)

= arg max
θ,tδ

p (y1:N |Γ1:N , θ, tδ) P (Γ1:N |θ, tδ)

= arg max
θ,tδ

N∏
n=1

p (yn|Γn, θ, tδ) P (Γn|θ, tδ)

= arg max
θ,tδ

N∑
n=1

(log p (yn|Γn, θ, tδ) + log P (Γn|θ, tδ))

= arg max
θ,tδ

N∑
n=1

logN
(
yn; d (θ,xn) + ctδ + µn, σ

2
n

)
1 (Γn = 1)

+

N∑
n=1

log P (PRn > λ|θ)1 (Γn = 1)

+

N∑
n=1

log P (PRn < λ|θ)1 (Γn = 0)

= arg max
θ,tδ

N∑
n=1

logN
(
yn; d (θ,xn) + ctδ + µn, σ

2
n

)
1 (Γn = 1)

+

N∑
n=1

log

(
1− Φ

(
λ−

(
PT − 10α log

d (θ,xn)

d0

)))
× 1 (Γn = 1)

+

N∑
n=1

log

(
Φ

(
λ−

(
PT − 10α log

d (θ,xn)

d0

)))
× 1 (Γn = 0)

(14)
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APPENDIX B

PROOF OF LEMMA 2

θ̂ = arg max
θ

p
(
ỹo2:No

,Γ1:N |θ
)

= arg max
θ

p
(
ỹo2:No |Γ1:N , θ

)
P (Γ1:N |θ)

= arg max
θ

log p
(
ỹo2:No

|Γ1:N , θ
)

+

N∑
n=1

log

(
1− Φ

(
λ−

(
PT − 10α log

d (θ,xn)

d0

)))
× 1 (Γn = 1)

+

N∑
n=1

log

(
Φ

(
λ−

(
PT − 10α log

d (θ,xn)

d0

)))
× 1 (Γn = 0)

= arg max
θ

logMVN
(
ỹo; d̃ (θ,xo) + µ̃oδ + µ̃o, Σ̃o

)
1 (Γ = Γso)

+

N∑
n=1

log

(
1− Φ

(
λ−

(
PT − 10α log

d (θ,xn)

d0

)))
× 1 (Γn = 1)

+

N∑
n=1

log

(
Φ

(
λ−

(
PT − 10α log

d (θ,xn)

d0

)))
× 1 (Γn = 0) .

(15)
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APPENDIX C

PROOF OF THEOREM 1

A. Fisher Information Matrix

The Fisher Information Matrix for the first term:

F (1)
n = −Eyn,Γn

[
d
(
logN

(
yn; d (θ,xn) + ctδ + µn, σ

2
n

)
1 (Γn = 1)

)
dθ2

f

]

=
1

σ2
n

(
− Eyn,Γn

[
− 1 (Γn = 1)

d (d (θ,xn) + ctδ)

dθf

× d (d (θ,xn) + ctδ)

dθf

])
+

1

σ2
n

(
−Eyn,Γn

[
1 (Γn = 1) (yn − βn)

d2 (d (θ,xn) + ctδ)

dθ2
f

])

=
1

σ2
n

∑
Γn

(∫ +∞

−∞
1 (Γn = 1)

d (d (θ,xn) + ctδ)

dθf

× d (d (θ,xn) + ctδ)

dθf
N
(
yn;βn, σ

2
n

)
dyn

)
P (Γn = 1)

+
1

σ2
n

∑
Γn

(∫ +∞

−∞
−1 (Γn = 1) (yn − βn)

d2 (d (θ,xn) + ctδ)

dθ2
f

×N
(
yn;βn, σ

2
n

)
dyn

)
P (Γn = 1)

=
1

σ2
n

∑
Γn

1 (Γn = 1)
d (d (θ,xn) + ctδ)

dθf
d (d (θ,xn) + ctδ)

dθf

× P (PRn > λ)

The FIM of the first term is calculated by summing over all the ANs, as follows:

F (1) =

N∑
n=1

1

σ2
n

d (d (θ,xn) + ctδ)

dθf
d (d (θ,xn) + ctδ)

dθf

×
(

1− Φ

(
λ−

(
PT − 10α log

d (θ,xn)

d0

)))
where βn = d (θ,xn) + ctδ + µn

d (d (θ,xn) + ctδ)

dθf

(
d (d (θ,xn) + ctδ)

dθf

)T
=

[ (θx−xn)2

d2(θ,xn)
(θx−xn)(θy−yn)

d2(θ,xn) c (θx−xn)
d(θ,xn)

(θx−xn)(θy−yn)
d2(θ,xn)

(θy−yn)2

d2(θ,xn) c
(θy−yn)
d(θ,xn)

c (θx−xn)
d(θ,xn) c

(θy−yn)
d(θ,xn) c2

]
.
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The FIM for the n-th element in the second term is given by:

F (2)
n = −Eyn,Γn

[
d2 (log Φ (s (θ,xn))1 (Γn = 0))

dθ2

]

= −Eyn,Γn
[(−s (θ,xn)φ (s (θ,xn)) ds(θ,xn)

dθ Φ (s (θ,xn))

Φ2 (s (θ,xn))

+
−φ2 (s (θ,xn)) ds(θ,xn)

dθ

Φ2 (s (θ,xn))

)ds (θ,xn)

dθ
1 (Γn = 0)

]
− Eyn,Γn

[
φ (s (θ,xn))

Φ (s (θ,xn))

d2s (θ,xn)

dθ2
1 (Γn = 0)

]

=
(s (θ,xn)φ (s (θ,xn)) ds(θ,xn)

dθ Φ (s (θ,xn))
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dθ

Φ (s (θ,xn))

)ds (θ,xn)
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− φ (s (θ,xn))
d2s (θ,xn)

dθ2
.

The FIM of the second term is calculated by summing over all the ANs, as follows:

F (2) =

N∑
n=1

((s (θ,xn)φ (s (θ,xn)) ds(θ,xn)
dθ Φ (s (θ,xn))

Φ (s (θ,xn))

+
φ2 (s (θ,xn)) ds(θ,xn)

dθ

Φ (s (θ,xn))

)ds (θ,xn)

dθ

)
−

N∑
n=1

(
φ (s (θ,xn))

d2s (θ,xn)

dθ2

)
.

In a similar way the FIM of the third term is given by:

F (3) =

N∑
n=1

((−s (θ,xn)φ (s (θ,xn)) ds(θ,xn)
dθ Φ̄ (s (θ,xn))

Φ̄ (s (θ,xn))

+
φ2 (s (θ,xn)) ds(θ,xn)

dθ

Φ̄ (s (θ,xn))

)ds (θ,xn)

dθ

)
+

N∑
n=1

(
φ (s (θ,xn))

d2s (θ,xn)

dθ2

)
.

where

d2s (θ,xn)

dθ2
f

=
d 10α
d(θ,xn)

dd(θ,xn)
dθf

dθf
=
−10α

d2 (θ,xn)

(
dd (θ,xn)

dθf

)2

+
10α

d (θ,xn)

d2d (θ,xn)

dθ2
f

,
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and

d2d (θ,xn)

dθ2
f

=

1

d3 (θ,xn)
×

[ (θy − yn)
2 − (θy − yn) (θx − xn) 0

− (θy − yn) (θx − xn) (θx − xn)
2

0

0 0 0

]

ds (θ,xn)

dθf
=

10α

d (θ,xn)

dd (θ,xn)

dθf
.

dd (θ,xn)

dθf
=

[
θx − xn
d (θ,xn)

θy − yn
d (θ,xn)

0

]T
.

The complete Fisher information matrix is thus given by combining all the terms F = F (1) + F (2) + F (3), which is

written in a compact form as specified in Theorem 1

APPENDIX D

PROOF OF THEOREM 2

Lemma 6. The FIM for a N-variate multivariate normal distribution has a special form. Let µ(θ) = [µ1(θ), µ2(θ), · · · , µN (θ)]T ,

and let Σ(θ) be the covariance matrix. Then the typical element Fm,n, 0 ≤ m,n < K of the FIM for X ∼ N(µ(θ),Σ(θ)) is:

Fm,n =
∂µT

∂θm
Σ−1 ∂µ

∂θn
+

1

2
tr
(

Σ−1 ∂Σ

∂θm
Σ−1 ∂Σ

∂θn

)
(16)

where (· · · )T denotes the transpose of a vector, tr (· · · ) denotes the trace of a square matrix, and

∂µ

∂θm
=

[
∂µ1

∂θm

∂µ2

∂θm
· · · ∂µN

∂θm

]T

∂Σ

∂θm
=



∂Σ1,1

∂θm

∂Σ1,2

∂θm
· · · ∂Σ1,N

∂θm
∂Σ2,1

∂θm

∂Σ2,2

∂θm
· · · ∂Σ2,N

∂θm
...

...
. . .

...
∂ΣN,1
∂θm

∂ΣN,2
∂θm

· · · ∂ΣN,N
∂θm

 .

Note that a special, but very common case is the one when Σ(θ) = Σ is constant. Then

Fm,n =
∂µT

∂θm
Σ−1 ∂µ

∂θn
(17)

Using the results of the above defined Lemma, we proceed with the derivation of the CRLB for the D-LoT

framework as follows:
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According to (12)

F = −Eỹo,Γ

[
d2 log p

(
ỹo2:No

,Γ1:N |θ
)

dθ2

]

F = −Eỹo,Γ

[
d2 log p

(
ỹo2:No

|Γ1:N , θ
)
p (Γ1:N |θ)

dθ2

]

F = −Eỹo,Γ

[
d2 log p

(
ỹo2:No

|Γ1:N , θ
)

dθ2

]

− Eỹo,Γ

[
d2 log p (Γ1:N , θ)

dθ2

]
.

The FIM of the second term in the above mentioned sum is same as the one derived in the previous section. We

use the results of Lemma 6, to derive the first term of the above defined CRLB denoted by F (1) , which involves a

Multivariate Normal distribution, under the special case that Σ is a constant. Let us denote ωo = d̃ (θ,xo) + µ̃δ + µ̃o

F (1) = −Eỹo,Γ

[
d2 log p

(
ỹo2:No |Γ1:N , θ

)
dθ2

]

= −Eỹo,Γ

d2 logMVN
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)
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dθ2


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o=1
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d2 logMVN
(
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)
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dθ2

× p
(
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)
dỹo

]

=

2N−N−1∑
o=1
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=

2N−N−1∑
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N∏
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P
(
Γsoi = 1

)1(Γsoi
=1)

P
(
Γsoi = 0

)1(Γsoi
=0)

=
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o=1

Λ̃o

N∏
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P (PRi > λ)
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=1) P (PRi < λ)
1(Γsoi
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=

2N−N−1∑
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Λ̃o

N∏
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(
Φ̄ (s (θ,xi))

)1(Γsoi
=1)

(Φ (s (θ,xi)))
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=0) ,

where s (θ,xi) =
(
λ−

(
PT − 10α log d(θ,xi)

d0

))
and Λ̃om,n =

[
∂(ωo)T

∂θm
Σ̃o
−1 ∂(ωo)

∂θn

]
(Using Lemma 6)

and m,n = {x, y} ∈ χ ⊆ R2 which is the parameter space. Also there are 2N−N−1 observable states for this approach

as it requires at least two observations to calculate the location estimate after performing the difference operation.

∂ (ωo)

∂θx
=

[
(θx − xo2)

d (θ,xo2)
− (θx − xo1)
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,
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∂ (ωo)

∂θy
=

[
(θy − yo2)
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. . .

(
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)
d
(
θ,xoNo

) − (θy − yo1)

d (θ,xo1)

]T
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The complete Fisher information matrix is thus given by combining all the terms F = F (1) + F (2) + F (3), which is

written in a compact form as specified in Theorem 2
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